WIRE Cold restart Incident Report (2004/141)

On day 141 at approximately 01:10 the WIRE Spacecraft Computer System (SCS) went to boot mode and the spacecraft was in ACE safehold.   We had two supports one at 05:07 and one at 06:40 which were negative acquisitions.  An additional support was scheduled at 14:19 to begin the transition out of safehold.

Timeline of Events
14:19

rrxmiton – We turned the spacecraft on to confirm that we were in Boot mode. 

rrxmitoff  -  We turned the spacecraft off

15:52

rrxmiton – Turned the spacecraft back on to do additional commanding

rcgo2norm-  Commanded the SCS software from Boot mode to Normal mode.  

rcevtdump- dumped spacecraft events

rcreadrec -  Dumped the stored ENG, ACS, VC2 and Image data from the New portion of the solid state recorder.

*rafdhconfig – reconfigures the FDH system to normal settings by setting the TRIPAD Valid Flag to True, disabling the WAES checking and setting the Earth Sensor Flag to True.  ** We were unsuccessful at this we needed a valid Ephemeris loaded in order for this step to work**

rrxmitoff – turned the spacecraft off

17:26

rrxmiton – turned the spacecraft back on

rgkilltotsmon – killed the monitor blocks

rctbldump – dumped table 87 which is the OS mode transition log. This table provides debug information for the last 20 mode transitions.  

/smtblreset – reset table operations

rascsshpkts – dumped the SCS safehold Attitude Control Diagnostics packet (44)

rrxmitoff

At this point we gave table 87 to Scott Snell our FSW support to see if we could figure out why the restart occurred. 

Scott found Event #104 as the cause of reset, apparently a power 

reset rather than a cold restart. (All previous mode transitions, going back to SCS power-on in March 1999, had been cleared from the log, consistent with a power reset.) No time tag is associated with this event, but a restart time of 01:10 UT on Day 141 (9:10 PM, May 19 local) has been inferred from the time tags of the most recent VC1 data stored onboard.

Event #104 corresponds to "Cold Reset Due to Special Hardware Decoded Command." No commanding of WIRE was underway at the time of reset, and this event has never occurred before on WIRE. However, this event has been seen twice in the history of the TRACE mission, correlated with unintended receipt of commands transmitted to another SMEX spacecraft in the vicinity.  The events leading up to a power reset of the SCS begin with the  "victimized" spacecraft receiving telecommand codeblocks (meant for another spacecraft) in its uplink card. The codeblocks are usually rejected due to continuity loss...a dropout in either the command detector unit or receiver lock, as one would expect when transmission is somehow reaching a spacecraft that the ground antenna isn't pointing at. The command ingest FSW correctly responds to the loss of CDU or receiver lock by commanding a reset of the uplink card, to clear out the unwanted codeblocks. Most of the time, this results in the card resetting without incident, and a system event (#258, "Codeblock Continuity Loss Detected") generated after the card resets. This has been seen about 20 times a year on each SMEX. Once every couple of years, the card will reset and cause the entire SCS to reset. As boot mode is entered and the OS determines the cause of reset, it wrongly indicates that the special hardware decoded command was received, and enters this information into the mode transition log.

The last piece of the puzzle fit into place when we found that WIRE was over the McMurdo Station at the time of the reset, during a supported pass of the FAST spacecraft. The FAST FOT at Berkeley indicates that their pass consisted solely of no-operation commands. 

We then after finding the reason for the Cold restart and having a meeting with Maureen Madden found it safe to continue our transition back up through the modes. 

21:28

rrxmiton – turned spacecraft back on

rcatpload – loaded a spacecraft load with just passes in it and on day 142 at 00:00:00 opened Ephemeris limits loaded new ephemeris and closed limits back

/scatsstart bufa – started the ATS load executing

mn_load_pass 3  - dumped EEPROM and Bulk memory to verify MAGNAV is properly loaded

rcevtdump – dumped spacecraft events

rcxbreset – reset the external bus

racsdiagreset – reset the acs counters

We then had two unsupported passes day 142 04:34 and 07:40

Day 142

13:47

rafdhconfig – now that we have a valid ephemeris, we configured the FDH system to normal settings

raenterscs – re-enabled the safehold pulse and transitioned to SCS safehold

/pssafectrl off – toggle the SPE safehold controller off

/pssafectrl on – toggle the SPE safehold controller on

 ragyroson – powered on all three gyros

rgkilltotsmon – killed monitor blocks to dump tables

raconfigpkts – dumped ACS configuration packets for diagnostic purposes

*rctblload – loaded the FDH parameters table 161 wfswram161_18.tbl **After further investigating we realized that we should be loading the tightened parameters table from EEPROM not this loosened table, this table was used for the large slews we were doing at the beginning of magnav, now with Astro running we should be flying with the tightened table, copied form EEPROM **

15:18

rgkilltotsmon – disable monitor blocks

rctblload – wfswram149_01.tbl this is the TAM parameters table

and wfswram156_02.tbl this is the Gyro parameters table

rawheelson – turned on reaction wheels A,B and C. Y was already on

rastaron – turned on the NEB and the Star Tracker

razsppkts – dumped ACS packets for ZSP diagnostics

16:51

racoarseovrd – Verified that the Coarse Attitude Filter is still good

rccireset – reset the command ingest counters

rcevtdump – dumped spacecraft events

razsp_preview – verified criteria for transition to ZSP, override reaction wheel speeds to verify they are working properly

raenterzsp – transitioned to ZSP

/adump gendg – dumped the general diagnostics packet

19:21

rctblload – mn_dsflttbl_ram_v4.tbl magnav filter tables

                   mn_dsdstbl_ram_v3.tbl magnav data storage tables

                   mn_to64k_ram.tbl filter for 64 rate for magnav

wfswram_25 – routes data storage for magnav data to go to image

rcclock – adjust spacecraft clock

rcxbreset – reset external bus

racsdiagreset – reset ACS counters

rcevtreset – reset spacecraft events

Day 145

15:12

rgkilltotsmon – killed monitor blocks

Ast_patch_L – loaded the Star Tracker patch which alleviates a ghost star problem

/atimeline enable – enabled the timeline flag

rcatpload – loaded an ATS

rcclock – adjusted clock

rccireset – reset CI counters

rcevtreset – reset spacecraft events

16:45

rgkilltotsmon – killed monitor blocks

rctblload – warm_mn_ls_reset.atf makes RTS 30 active for magnav

rctblload – mn_lcwtbl_ram.tbl, mn_lcatbl_ram.tbl, and mn_hktbln_ram.tbl loaded watchpoint, actionpoint and housekeeping tables for magav

rccireset – reset the CI counters

We had two blind supports overnight

Day 146

14:39

rgkilltotsmon – killed monitor blocks

Ast_patch_v -  Manually verified using the patch_ck script unable to verify real-time due to script not working on the Sun machines, verified off-line and got a large amount of miscompares  ** Due to the Astro slots being enabled and never turned off we had this data in the packets that we were interested in verifying, which caused miscompares, we disabled the slots next pass and were able to get a good compare **

Rcevtreset – reset the spacecraft events

Day 147

14:06

rgkilltotsmon

/scrtsstart rtsnum=7 – disables the astro slots

ast_patch_v – verified the Ghost Star patch successfully

racsdiagreset – reset the ACS counters

rcevtreset  - reset the spacecraft events

15:38

rcapcontrol – made actionpoint 25 and 23 active

Ast_patch_e – enabled the Ghost Star Patch

Rast_tec_config – set the thermo-electric Cooler’s set temperature to –60 degrees (Done to reduce Star Tracker CCD temperature noise for astroseismology)  ** Don’t expect it to settle around –60 it will fluctuate the first day and eventually settle around –30 **

Rast_pxacc_patch – for stellar variability science observations (5 stars at 2 Hz)  

Rast_pxacc_enable – enables this patch

Rast_zeroos_patch – suppresses radiation induced upsets to the zero offset value which is applied to all pixel data read from the CCD

Rcatpload – loaded a regular ATS load

17:12

startmagnav – basically starts magnav and begins it propagating

rcclock – adjust clock

racsdiagreset – reset ACS counters

rccireset – reset CI counters

rcevtreset – reset Spacecraft events

Day 149

14:32

rctblrestore – restored table 161 from EEPROM before we start astroseismology

rcatpload – loaded new ATS loads with Astroseismology targets starting again

raentertsa-  enables the ACS timeline, we transitioned up when a valid ACS manuever command was received

rcevtreset – reset the spacecraft events

This concludes the recovery of WIRE from a cold restart back up to doing the Magnav and Astroseismology experiments.  

